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1. Background 

● The current situation in the Occupied Palestinian Territories (the West Bank and Gaza) are marked 

by both an ethnic and territorial conflict involving the Israeli government (i.e., the occupying 

power) and its population; and the Palestinian government and its people, living in the occupied 

territories. In this context, the Palestinian people suffer from classification due to their ethno-

national belonging5. 

● The Palestinian population is forced to live under an institutionalized discriminatory system where 

Palestinian citizens suffer from unequal treatment6—which comprises systematic rights abuses, 

routine use of excessive lethal force against unarmed protesters and prolonged unlawful detention 

without charge or trial7, and other illegitimate burdens that limit their access to basic services8.  
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● Economic resources and opportunities are allocated to the detriment of the Palestinians, who also 

face the constant threat of forced evictions and ethnic cleansing from settlers. The policies of 

closure and enclosure of Palestinian territories adopted by the Israeli state have resulted in massive 

restrictions on Palestinians’ freedom of movement due to the many checkpoints and roadblocks 

instituted. Plus, the displacement of goods is limited due to Israel’s illegal air, land and sea 

blockade of the Gaza Strip9.  

● Besides not being granted citizenship rights by the State of Israel, the Palestinian population is 

subject to collective punishment10 whilst the abuses committed against them are frequently not 

addressed by the authorities and remain outside the media’s mainstream coverage. The 

Government of Israel exclusively and systematically takes the side of its own population by relying 

upon constitutionally anchored practices—which have been described as apartheid11. 

● The Israeli security apparatus uses a wide variety of artificial intelligence devices, aiming to 

surveil, control, police, militarize and manage every aspect of Palestinians’ lives. Those tools12 

range from a newly-built national database created to store biometric data and the implementation 

of facial recognition software at the checkpoints with a brand new surveillance-camera network, 

set in the streets of the occupied territories13, to Lethal Autonomous Weapon Systems (LAWS). 

Through the (mis)use of these devices, not only do the Israeli authorities carry out their 

discriminatory policies, ultimately criminalizing an entire national group, but it also enhances 

the asymmetry of the Palestinian Question.  

The (mis)use of these technologies is problematic because it may infringe a series of rights14, as 

follows: 

● Right to life: These devices can pose new threats to the protection of the universal right to life and 

weaken the implementation of International Law and International Humanitarian Law, since 

armies that decide to adopt these instruments may be putting into machines the nearly autonomous 

decision on whether a person lives or dies. While the predominant view stresses that unmanned 

technological weaponry act with precision and minimizes casualties in conflicts, this point is 

highly debatable15. 

● Accountability: These devices also erase the aspect of human agency in acts of political violence 

once they turn military operations into video games16, dehumanizing Palestinian civilians17, who 

may thus become no more than a simulation of creatures that can be easily, freely, and 

unaccountably eliminated, while perpetrators hold no legal responsibility for their actions. It 

must be noted that this happens to victims who already suffer from blatant racial profiling. 

● Rule of proportionality18:  Both the qualitative limitations regarding compassion, intuition, 

human judgment, common sense and the inability of LAWS to understand different inputs may 

lead to mistakes that humans could avoid19. Therefore, the use of these devices brings risks of 

arbitrary deprivations of life and a vacuum of moral responsibility20.  

● Discriminatory and asymmetrical character: A significant trait of contemporary technology is 

that it creates more distance between the persons who use weapons and the force generated by 
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those armaments21. This specific feature exacerbates the asymmetrical and discriminatory 

character of the conflict22, since the expensive unmanned systems deployed in the field easily 

penetrate the enemy lines, save human, logistic and financial resources.  

● Further concerns relate to the way in which the use of LAWS spikes the level of anxiety within 

the occupied population, who feel constantly observed and endangered, while the legal framework 

behind targeted killings and unmanned devices has still to be precisely outlined23. 

2. The State of Play 

It has been acknowledged by recent literature in the last years24 that the Israeli authorities use the 

above-mentioned AI tools in the following domains: anthropomorphized weapons; monitoring and 

surveillance devices; and social media. In the subsequent sections, you can find some examples of 

how those instruments are imposed upon the Palestinian population.  

2.1 Anthropomorphized weapons 

● Under this category of weapons, both Unmanned Aerial Vehicles (UAVs, more commonly known 

as “drones”) and LAWs will be tackled. The latter holds advanced machine learning algorithms 

and artificial intelligence, human language and optical character technologies (which can 

comprehend human texts, transcribe audio clips and recognize texts in images)25.They are also 

able to function independently in “situations as chaotic as armed conflict, and even more so when 

they interact with other autonomous systems”26. This specific development is expeditiously 

creating what experts describe as a “smart battlefield” that ultimately will decide the future of 

war27. 

● Some examples of LAWS undertaken by the Israeli government include ammunitions and spice 

bombs with automatic target recognition28; multilayered air defense systems29; manned and 

unmanned armored vehicles30, comprised those that can work in GPS-denied environments31; and 

special anti-ship missiles32. 

● In order to stimulate the use of AI military technologies and keep the Israeli Defense Forces (IDF) 

up to date, Israel has been cooperating with the private sector, which utilizes both the Gaza Strip 

and the West Bank as laboratories to test newly developed military and surveillance 

technologies33.  

2.2 Monitoring and surveillance devices 

● The Israeli security apparatus has been using a wide variety of AI devices that aim to surveil, 

control, police, and manage every aspect of Palestinians’ lives. For instance, a small UAV has 

been used to track indoors threats in Gaza34; and small-size surveillance sensors have been attached 

to drones and other aerial vehicles in order to investigate, scan and target suspicious objectives35. 

● The military offices take photos and fingerprints of Palestinian migrant workers who need to enter 

Israeli territory. This data is connected to their electronic ID cards, which are scanned at border 
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checkpoints holding facial recognition technology. In this way, their face is matched to the 

document presented36. Similar systems are not employed in checkpoints targeted exclusively at 

Israeli citizens. 

● Those technologies do not only immensely strengthen the State’s occupational capabilities but, by 

being “field-tested in one of the worlds’ most demanding security environments”37 they enjoy 

great economic value and are commercialized worldwide. In brief: The Israeli government is 

actively profiting from the human rights violations it imposes on the Palestinians. 

2.3 Social media  

 

● In the last decade—which has been defined as a “digital occupation”—Israel has repeatedly used 

social media platforms to foment hate speech and limit freedom of expression, specifically 

targeting Palestinians38.  

● According to the 7amleh-The Arab Center for Social Media Advancement’s39 annual report on 

violations of the digital rights of Palestinians, the Israeli Ministry of Justice submitted tens of 

thousands of requests to social media companies aiming to limit freedom of expression, impose 

censorship on Palestinian content (or the material that, according to the Israeli government, incites 

Palestinian violence). To do so, the State relies on specific strategies and tactics, such as the 

establishment of governmental and non-governmental agencies; the employment of Internet trolls; 

the undertaking of overt and covert operations and missions that not only work to remove material 

criticizing the state of Israel and its policies but that, most importantly, aim to delegitimize 

Palestinian advocacy efforts, spread misleading information and incite hate speech against 

Palestinians40.  

● As claimed by the same civil society organization, among social media companies, Facebook41 is 

the platform where most of the hate, discriminatory incitement, censorship and suppression takes 

place. Through applying Israeli policy regulations, the company allows the publication of hate 

speech and violent contents targeting the Palestinian population while deleting Palestinian contents 

(often labelled as “hate speech”, “incitement” and “terrorism”)42.  

● The Israeli social media policing system enables the state to identify suspects based on 

predictions provided by algorithms and not by actual evidence. After having located the users, 

authorities proceed by censoring those users’ posts and pages, deleting their accounts, and 

sometimes arresting them. More specifically, thanks to this system, Israeli intelligence can hack 

into Palestinians’ accounts, gaining access to their private information and personal data, which 

can be used to extort, blackmail, and compel people into collaborating. What is more, according 

to the same report presented by 7amleh, the techniques of the Israeli NSO Group Technologies (an 

Israeli technology firm) are also employed to spy—by gaining access to smartphones through 

WhatsApp—and then target journalists, activists, and human rights defenders43.   
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3. International Response 

 

The international community44 has repeatedly voiced its opposition and disapproval of Israel’s 

abusive and discriminatory practices in the Occupied Palestinian Territories. However, as of yet, 

insufficient attention has been paid to the (mis)use of AI technologies. 

● In 2014, the then Special Advisers of the Secretary-General on the Prevention of Genocide, Mr. 

Adama Dieng, and on the Responsibility to Protect, Ms. Jennifer Welsh, declared that “the high 

number of civilian casualties, particularly among the Palestinians, could demonstrate 

disproportionate and indiscriminate use of force by the Israeli Defence Forces”45, and that they 

“were equally disturbed by the flagrant use of hate speech in the social media, particularly against 

the Palestinian population”46, where “individuals have disseminated messages that could be 

dehumanising to the Palestinians and have called for the killing of members of this group”47.   

● The deployment of LAWS has been addressed by the Human Rights Council in 201348 and 201849. 

Indeed, the 2013 Report of the Special Rapporteur on extrajudicial, summary or arbitrary 

executions stressed that “the current proliferation of asymmetric warfare and non-international 

armed conflicts, also in urban environments, presents a significant barrier to the capabilities of 

LAWS to distinguish civilians from otherwise lawful targets. This is especially so where 

complicated assessments such as “direct participation in hostilities” have to be made. Experts have 

noted that for counter-insurgency and unconventional warfare, in which combatants are 

often only identifiable through the interpretation of conduct, the inability of LAWS to 

interpret intentions and emotions will be a significant obstacle to compliance with the rule 

of distinction”50. Israel’s “Harpy”—a “Fire-and-Forget” autonomous and lethal robotic weapon 

system designed to detect, attack and destroy radar emitters was the only autonomous device 

mentioned51. It was also emphasized that “coming on the heels of the problematic use and 

contested justifications for drones and targeted killing, LARs [Lethal Autonomous Robotics] may 

seriously undermine the ability of the international legal system to preserve a minimum world 

order”52. Given these dangers, it was advised that “an inclusive process to decide how to approach 

this issue should occur simultaneously at the domestic, intra-State, and international levels”53; that 

an “international body should be established to monitor the situation”54, together with the creation 

of Moratoria and the convocation of an urgent High- Level Panel on LAWS.  

● Plus, the 2018 Report of the Special Rapporteur on the promotion and protection of the right to 

freedom of opinion and expression stressed that States are obliged to guarantee freedom of 

expression. In order to make sure that private companies do not interfere in such freedoms55, it 

was said that transparency should be enhanced by implanting bilateral projects with governmental 

bodies to counter illegal hate speech online56.   

● In 2019, OECD member countries approved the OECD Council Recommendation on Artificial 

Intelligence and adopted the OECD Principles on Artificial Intelligence—which are designed to 

promote the use of artificial intelligence without violation of human rights and democratic 

values57.  
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● The UN Convention on Prohibitions or Restrictions on the Use of Certain Conventional 

Weapons—whose goal “is to ban or restrict the use of specific types of weapons that are considered 

to cause unnecessary or unjustifiable suffering to combatants or to affect civilians 

indiscriminately”58—has become the forum of choice to discuss the emergence of LAWS. Eight 

meetings were held since 201459 between the 123 country-members60, who officially recognized 

the importance of maintaining human control over lethal force and discussed the increasing ethical 

and security challenges connected to the advancement of research on LAWS. The risk is that the 

extremely rapid development of these technologies will be faster that a multilateral response 

to the issue61. And indeed, due to the utterly polarized discussion62 over the topic, no consensus 

has been reached and no concrete legal document has been delivered. 

● In 2019, the Association for Progressive Communications (APC) and 7amleh - The Arab Centre 

for Social Media Advancement presented a statement to the Human Rights Council 40th session in 

which they stressed the necessity to raise awareness regarding Israel’s mounting body of laws 

that violate Internet freedom, freedom of expression and right to privacy of Palestinians, 

often portraying entrenched racist and discriminatory views and restricting activities of Palestinian 

resistance and solidarity, aiming at their monitoring and surveillance63.   

● In the last couple of years, several partnerships64 on technology and AI were proposed and 

established with the aim to “support the responsible and human-centric development and use of 

AI”65, adopt common policies and global approaches and establish joint standards to be applied to 

new technologies. In 2020, Israel joined the AI Partnership for Defence, which focuses on the 

“grouping of like-minded nations designed to provide values-based global leadership in defence 

for policies on, and approaches to, adopting AI”66.   

● In April 2021, the European Commission put forward a proposal to establish common rules on 

artificial intelligence in order to regulate its use in a ‘robust, flexible, and future-proof way’. Four 

specific objectives were outlined: “ensure that AI systems placed on the Union market and used 

are safe and respect existing law on fundamental rights and Union values; ensure legal certainty 

to facilitate investment and innovation in AI; enhance governance and effective enforcement of 

existing law on fundamental rights and safety requirements applicable to AI systems; facilitate the 

development of a single market for lawful, safe and trustworthy AI applications and prevent market 

fragmentation”67.  The proposal also comprises a methodology for the definition of “high-risk AI 

systems”68, which “will have to comply with a set of horizontal mandatory requirements for 

trustworthy AI and follow conformity assessment procedures”69. Undoubtedly, the document is of 

strategic importance. Nevertheless, it fails to give a response to the use of AI during conflict, since 

“AI systems exclusively developed or used for military purposes”70 were not included in the scope 

of the regulation, once they would be under “the exclusive remit of the Common Foreign and 

Security Policy regulated under Title V of the Treaty on the European Union (TEU)”71.  

● Several international NGOs and think tanks have also voiced their concern over and opposition to 

the use of LAWS—within and outside the UN framework. In particular, the Campaign to Stop 

Killer Robots (a global coalition of NGOs) was founded in 2012 aiming to fully ban LAWS. It 

also advocates for the establishment of a legally binding treaty that ensures the maintenance of 
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human control over use of force72. In 2015, the Future of Life Institute proposed an open letter 

which firmly condemned LAWS that—as of 2019—had been signed by over 30,000 people. Plus, 

the International Committee of the Red Cross73, the Stockholm International Peace Research 

Institute, the Chatham House, the Harvard Law School Program on International Law and Armed 

Conflict, Human Rights Watch74, the International Committee for Robot Arms Control, Article 36 

and Amnesty International have been praised by the UN for using their extensive expertise to 

provide “substantive contributions”75 to the advancement of the discussion. 

4. Conclusion 

• The Group of Governmental Experts (GGE) of the Convention on Prohibitions or Restrictions on 

the Use of Certain Conventional Weapons (CCW) is the only UN intergovernmental forum with 

the intention to monitor the advancement and deployment of LAWS76. Its conferences encourage 

“international cooperation in the field of dissemination of the Convention and its annexed 

Protocols and recognizes the importance of multilateral collaboration relating to instruction, the 

exchange of experience at all levels, the exchange of instructors and the organization of joint 

seminars”77. However, the attempts to establish a universal, legally binding, regulation on the use 

of LAWS have been significantly compromised by a lack of consensus among countries over a 

definition of those systems78 and over how to regulate them according to both their national 

interests and the rules of International Humanitarian Law79. 

● The misuse of AI devices by the Israeli government constitutes a violation of a series of 

international and human rights (right to life, the proportionality principle, right to privacy, 

citizenship rights, freedom of movement, to quote only a few). It also contributes, in different 

degrees, to some of the 10 stages leading to genocide, e.g. classification, symbolization, 

discrimination, organization, preparation, invisibilization, and dehumanization, while 

simultaneously deteriorating perpetrators’ accountability for these actions. 

● The UN and other major international actors have indeed acknowledged and, on limited occasions, 

critically mentioned, the overall discriminatory, oppressive and illegal practices connected to the 

use of military and non-military AI devices against the Palestinians by the Israeli government. 

However, the matter has still been scarcely documented and these abuses have not been effectively 

and cohesively dealt with by the international community. 

● The above-mentioned AI partnerships and alliances seem to be directing the international 

community towards a divergent and fragmented approach, thereby rendering AI policies and 

strategies fragmented instead of reflecting universal considerations. In this sense, those 

member states that are more able to efficiently integrate and adapt the use of AI tools to their 

military arsenal might obtain decisive influence and play “a dominant role in developing the 

norms, standards, and doctrine for AI use and help set an alliance’s AI strategy”80. Ultimately, 

there is a risk that universal human rights values will be underplayed for the sake of national 

interests. 
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5. Recommendations 

In this light, the Budapest Centre for Mass Atrocity Prevention suggests that: 

● The UN Security Council sets on its agenda the use of AI devices in the context of conflict and 

other situations of violence and generates a procedure leading to the adoption of a legally binding 

international document. 

● The UN High Commissioner for Human Rights prepares a report on the human rights violations 

taking place in the Occupied Palestinian Territories due to the misuse of AI devices. 

● The Palestinian National Authorities present a report to Arab Human Rights Committee of the 

Arab League (AHRC) regarding the abovementioned violations in order to activate regional 

solutions for this utterly context-specific problem.  

● The OECD investigates the compliance of Member States with the implementation of its AI 

Principles, especially in military settings, along the line with Principle 1.2 on Human-centered 

Values and Fairness, according to which “AI actors should respect the rule of law, human rights 

and democratic values, throughout the AI system lifecycle. These include freedom, dignity and 

autonomy, privacy and data protection, non-discrimination and equality, diversity, fairness, social 

justice, and internationally recognised labour rights. To this end, AI actors should implement 

mechanisms and safeguards, such as capacity for human determination, that are appropriate to the 

context and consistent with the state of art”81. 

● The European Parliament and the European External Action Service look into the capabilities of 

EU institutions and Member States to apply AI in conflict environments, including situations at 

risk of mass atrocities. 

● The common, concrete and specific principles on the use of AI technologies (now envisioned by 

different alliances) to be globally and universally shared, advanced and applied, instead of 

reflecting certain delimited political interests—given the considerable risks that an unregulated 

development and adoption of AI devices pose to a series of fundamental rights.82 
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